This book was written to replace *Safety Instrumented Systems Verification: Practical Probabilistic Calculations* by Harry Cheddie, PE, CFSE, and William M. Goble, PE, CFSE, 2005. The chapter sequence in the earlier book was partly maintained. A new book was needed, however, as a great deal of research has been completed in the field of SIF verification in the last 12 years. Far more field failure data is available, and the results of the field failure data studies have been included in recent updates of SIF verification methods and engineering tools. The performance-based approach with quantitative design verification is now far more realistic and continues to allow designers the ability to optimize and innovate.

The book covers the fundamental concepts from the field of reliability engineering, but does not get into the theory and development of those concepts. Other books cover those topics well; the intention in this book is to keep things practical.

The book does cover recent advances in SIF verification modeling and strives to provide far more realistic approaches to this task.
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Introduction

The safety instrumented system (SIS) safety life cycle can be simply defined as an engineering process with design, analysis, and testing steps to ensure that SISs are effective in the key mission of:

- Risk reduction
- Optimal life-cycle cost of each system

The activities associated with the SIS safety life cycle start when the conceptual design of the facilities is complete, and stop when the facilities are completely decommissioned. The key activities associated with the SIS safety life cycle are analyzing risks and the need for risk reduction; establishing performance requirements for all safety functions in a system; implementing the system based on required performance criteria; and ensuring that the system is always operated and maintained correctly.

When the SIS safety life cycle is used with an existing system, the first step is to review and update the process hazard analysis and safety integrity level (SIL) selection. Given that information, the “as installed design” is documented and verified via analysis to determine if the design meets the verification requirements of current standards. Often it is discovered that the design is stronger than needed. In that case, there are opportunities to reduce ongo-
ing maintenance costs by increasing the proof test interval. The same general
design process is used with the objectives of:

- Risk reduction
- Ongoing optimal life-cycle cost going forward of each system

Functional Safety

Commission (IEC), IEC 61508, defines safety as \textit{freedom from unacceptable}
\textit{risk}. This is a good definition because it does not include “the elimination of
risk.” Functional safety has been defined in IEC 61508 as “part of the overall
safety relating to the equipment under control (EUC) and the EUC control
system which depends on the correct functioning of the electrical/electronic/
programmable electronic (E/E/PE) safety-related systems and other risk
reduction measures.” Functional safety has a similar definition in IEC 61511
[2], which states “part of the overall safety relating to the process and the
BPCS (basic process control system) which depends on the correct functioning
of the SIS and other protection layers.” The phrase “correct functioning of the
SIS” is key. A high level of functional safety means that an SIS will work cor-
rectly and with a high probability of successful operation. This success is
achieved with the selection of high-quality equipment that is well suited for
the intended purpose, and supported by a complete, high-quality operations
and maintenance program.

Functional safety is therefore the key objective in SIS design. To achieve the
right level of functional safety, several issues must be considered that may not
be part of the normal design process for automation systems. These issues are
provided as requirements in international standards.

Functional Safety Standards

For as long as automated systems have existed, engineers have designed auto-
matic protection into them. Engineers often have specifically designed many
of these automatic protection systems with pneumatic logic or electrical relays
because these components tended to fail in a de-energized mode. Systems
were designed to be safe when the automation de-energized. They were, in
other words, designed to “fail safe.”

As the logic became more complicated, systems expanded to include large
panels packed with relays and timers. It was, perhaps, natural for some engi-
neers to convert this logic to a new “solid-state” design when these compo-
nents became available in the late 1960s. Figure 1–1 illustrates an early solid-
state module designed to implement “burner logic” using diode transistor 
logic (DTL), an early form of simple integrated circuit logic. Unfortunately, 
there was little consideration of the component failure modes of these designs. 
The simple DTL systems had a much higher probability of dangerous failure 
than conventional pneumatic and relay-based systems.

When the first programmable electronic equipment, called programmable logic 
controllers (PLC), were created as an alternative to relay logic, many engineers 
immediately believed these new devices would be perfect for automatic pro-
tection applications. The functionality of these electronic devices, they felt, 
encompassed all that would be needed, and more. However, some engineers 
realized that the failure characteristics of solid-state/programmable electronic 
equipment might be quite different from traditional equipment. Other engi-
neers were well aware of the “crash rate” and unpredictable failure modes of 
software systems at the time.
In fact, some government regulators banned the programmable electronic equipment for use in automatic protection functions. Others began working with industry experts to establish guidelines for using electronic equipment in “emergency shutdown” applications. Eventually, international standards committees were formed and standards covering the design and usage of equipment in SISs were published.


Many members of these national safety standards efforts became members of an international committee that eventually wrote IEC 61508. This standard began in the mid-1980s when the IEC Advisory Committee of Safety (IEC ACOS) set up a task force to consider standardization issues raised by using programmable electronic systems (PESs). Work began within IEC SC 65A/Working Group 10 on a standard for PES used in safety-related systems. This group merged with Working Group 9, in which a standard on software safety was in progress. The combined group treated safety as a system issue. The first parts of IEC 61508 were published in 1998, with the release of the final parts of the first edition in 2000.

IEC 61508 is a basic safety publication of the IEC. As such, it is an “umbrella” document that covers multiple industries and applications. A primary objective of the standard is to help individual industries develop supplemental standards tailored specifically to those industries based on the original IEC 61508 standard. A secondary goal of the standard is to enable the development of E/E/PE safety-related systems where specific application sector standards do not already exist. IEC 61511 [8] is an industry-specific standard for the process industries that is based on IEC 61508. ISA-84.00.01-2004 (IEC 61511 Mod) [9] was released as the U.S. version of IEC 61511 in September 2004. Note that it is identical to IEC 61511 in every detail, except it also includes a grandfather clause taken from the Occupational Safety and Health Administration (OSHA) publication OSHA 29CFR 1910.119.

One clear goal of the committee was to create an engineering standard that would improve safety via the use of automation systems. Therefore, it was
essential to understand what had gone wrong in the past. A study [10] performed by the HSE in the United Kingdom revealed that many of the failures of automation systems to provide protection were caused by activities before and after the system had been designed. Figure 1-2 illustrates their results.

![Figure 1-2. Control System Accident Causes](image)

A significant percentage of the problems were caused by poor specification, that is, functionality that was missing or incorrect. How can a control system designer create an automatic protection function when that designer does not know its performance requirements? Many problems also occurred during installation, commissioning, operations, and maintenance.

In 2000, the U.S. Environmental Protection Agency (EPA) and OSHA investigated recent accidents at chemical facilities and refineries [11]. When all the incidents were compared, some common themes were identified:

- **Inadequate hazard review or process hazards analysis** – In almost every accident, Process Hazards Analysis (PHA) was found to be lacking. This relates to identifying the hazards and properly specifying the SIS based on the risk reduction required to mitigate hazardous events.

- **Installation of pollution control equipment** – They felt that this was also a reflection of inadequate hazards analysis and inadequate management of change procedures when adding new equipment that was not part of the original design. This item was listed separately due to the large number of these incidents.
• **Use of inappropriate or poorly designed equipment** – In several accidents, the equipment used for a task was inappropriate. Better design performance was required.

• **Warnings went unheeded** – They indicated that most incidents were often preceded by a series of smaller accidents, near misses, or accident precursors. Operations and maintenance procedures must include analysis, root cause investigation, and corrective action.

To a great extent, the EPA/OSHA findings support the results of the HSE study. They also emphasize that the key issues were identification of hazards and proper specification of the SIS taking the hazards into consideration. Both studies made it clear that focusing on programmable equipment and software design was insufficient. A life-cycle approach was needed. One of the fundamental concepts that has emerged from the functional safety standards is use of the SIS *safety life cycle*.

### SIS Safety Life Cycle

The SIS safety life cycle is an engineering process that contains all the steps needed to achieve high levels of functional safety during the conception, design, operation, and maintenance of instrumentation systems. Its objective is clear: an automation system designed in accordance with these requirements will predictably reduce risk in an industrial process. Figure 1-3 depicts a simple version of the safety life cycle.

The SIS safety life cycle begins with the conceptual design of a process and ends only after the SIS is decommissioned. The key idea here is that safety must be considered from the very inception of the conceptual process design, and must be maintained during all design, operation, and maintenance activities. The SIS safety life cycle has three phases, generally called *analysis* (scope and hazard review portion of projects), *realization* (design portion of projects), and *operation* (actual operation including maintenance and proof testing).

Figure 1-4 illustrates the SIS safety life cycle from the IEC 61508 standard. While this drawing shows additional details of the SIS safety life cycle, the three distinct phases are still clearly present. The IEC 61508 SIS safety life cycle indicates that most of the analysis phase activities constitute a logical sequence. After hazard and risk analysis are performed, safety requirements for the system are established. Some safety requirements are met by what IEC 61508 calls “external risk reduction facilities,” including changes in process
A failure occurs when a device does not perform its intended function. For SISs, the definition of intended function is usually clear and should be properly recorded in the SRS. Each SIF in an SIS must

- perform its protection function;
- not falsely shutdown the process; and
- perform ancillary functions such as communications and diagnostics.

Nonperformance of any of these functions is a failure and must be considered in any probabilistic failure analysis.

**Stress-Strength**

The stress-strength concept of reliability is useful in understanding failures. In this concept, a failure will occur when some form of stress exceeds the associated strength of a device [1, 2]. Mechanical engineers adhere to this concept when selecting the size and type of material to be used for structural components. The mechanical engineer deals with a stress delivered by a physical force. The associated mechanical strength is determined by the component’s ability to resist the force without becoming weakened or damaged.

In the safety and reliability analysis of the mechanical and electrical devices used in safety systems, many types of stress are present including chemical corrosion, electrical voltage/current transients, radio-frequency emission,
mechanical vibration/shock, temperature, humidity, human error, gamma radiation, and other variables.

A given device is designed to resist a specified level of stress. Standards have been written to characterize expected stress levels in an industrial environment, together with the recommended associated test method (see Table 3-1). Designers’ products often meet or exceed these stress levels. The selection of various design parameters and protection components dictates the initial strength of a product. If the manufacturing process identically duplicates each product, each device’s strength will meet its intended design. Defects in raw materials and errors in the manufacturing process will reduce strength from unit to unit in an apparently random way.

**Stress**
Stress changes with time and is influenced by many independent parameters. Each of these independent parameters affects the stress level in a manner that could be modeled by a probability distribution. Given a large number of independent stress parameters, the central limit theorem would indicate a normal probability density function for stress. The normal distribution that characterizes stress is defined by both its mean and its standard deviation.

**Strength**
Because actual strength differs from unit to unit as a result of manufacturing errors and material defects, strength in a collection of manufactured products can also be modeled by a normal probability distribution. In addition, strength tends to decrease with operating time as a result of wear, chemical corrosion, and material aging. Some strength factors also decrease depending on applied stress levels.

Figure 3-1 illustrates the stress-strength concept. The horizontal axis represents the level of stress or strength. The curve labeled “Stress” is formed by integrating the normal distribution for stress from $x$ to infinity, where $x$ is any point representing stress on the horizontal axis. Therefore, the curve labeled “Stress” represents the probability that the stress is greater than the value of the stress variable on the horizontal axis.
### Table 3-1. Recommended Environmental Stress Levels for Control Room

*Copyright exida, used with permission*

<table>
<thead>
<tr>
<th>Specification Type</th>
<th>Minimum Recommended Range</th>
<th>Recommended Test Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating Temperature</td>
<td>-10°C to 60°C</td>
<td>IEC 60068-2-2 Test Bb</td>
</tr>
<tr>
<td>Operating Temperature Change</td>
<td>0.5°C/min</td>
<td>IEC 60068-2-14 Tests Nb</td>
</tr>
<tr>
<td>Storage Temperature</td>
<td>-40°C to 85°C</td>
<td>IEC 60068-2-1 Tests Ab, Ad</td>
</tr>
<tr>
<td>Storage Temperature Change</td>
<td>10°C/min</td>
<td>IEC 60068-2-14 Tests Na</td>
</tr>
<tr>
<td>Operating Humidity</td>
<td>5% to 95%</td>
<td>IEC 60068-2-3, Ca</td>
</tr>
<tr>
<td>Storage Humidity</td>
<td>0% to 100%</td>
<td>IEC 60068-2-30, Dd</td>
</tr>
<tr>
<td>Vibration</td>
<td>10 Hz to 150 Hz</td>
<td>IEC 60068-2-6, Fc</td>
</tr>
<tr>
<td>Mechanical Shock</td>
<td>15 g for 11 msec.</td>
<td>IEC 60068-2-27, Ea</td>
</tr>
<tr>
<td>Corrosive Resistance</td>
<td>G3</td>
<td>ANSI/ISA-71.04</td>
</tr>
<tr>
<td>Electrostatic Discharge Immunity</td>
<td>6 kV contact</td>
<td>IEC 61000-4-2</td>
</tr>
<tr>
<td>Electrostatic Discharge Immunity</td>
<td>8 kV air</td>
<td>IEC 61000-4-2</td>
</tr>
<tr>
<td>Radiated E-Field Immunity</td>
<td>80 MHz to 1000 MHz</td>
<td>IEC 61000-4-3</td>
</tr>
<tr>
<td>Radiated E-Field Immunity</td>
<td>1.4 GHz to 2 GHz</td>
<td>IEC 61000-4-3</td>
</tr>
<tr>
<td>Radiated E-Field Immunity</td>
<td>2 GHz to 2.7 GHz</td>
<td>IEC 61000-4-3</td>
</tr>
<tr>
<td>Magnetic Field</td>
<td>30 A/m</td>
<td>IEC 61000-4-8</td>
</tr>
<tr>
<td>Signal Line Burst Immunity (EFT)</td>
<td>2 kV</td>
<td>IEC 61000-4-4</td>
</tr>
<tr>
<td>Signal Line Surge Immunity (EFT)</td>
<td>2 kV</td>
<td>IEC 61000-4-5</td>
</tr>
<tr>
<td>Signal Line Conducted RF Immunity</td>
<td>150 kHz to 80 MHz</td>
<td>IEC 61000-4-6</td>
</tr>
<tr>
<td>Signal Line Conducted RF Common Mode Immunity</td>
<td>15 Hz to 150 Hz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>Signal Line Conducted RF Common Mode Immunity</td>
<td>150 Hz to 1.5 kHz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>Signal Line Conducted RF Common Mode Immunity</td>
<td>1.5 kHz to 150 kHz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>AC/DC Power Line Burst Immunity</td>
<td>4 kV</td>
<td>IEC 61000-4-4</td>
</tr>
<tr>
<td>AC/DC Power Conducted RF Immunity</td>
<td>150 kHz to 80 MHz</td>
<td>IEC 61000-4-6</td>
</tr>
<tr>
<td>AC Power Line Surge Immunity</td>
<td>2 kV line to line</td>
<td>IEC 61000-4-5</td>
</tr>
<tr>
<td>AC Power Line Surge Immunity</td>
<td>4 kV line to ground</td>
<td>IEC 61000-4-5</td>
</tr>
<tr>
<td>AC Power Conducted Common Mode RF Immunity</td>
<td>15 Hz to 150 Hz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>AC Power Conducted Common Mode RF Immunity</td>
<td>150 Hz to 1.5 kHz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>AC Power Conducted Common Mode RF Immunity</td>
<td>1.5 kHz to 150 kHz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>AC Power Voltage Dip Immunity</td>
<td>0.5 period 30% reduction</td>
<td>IEC 61000-4-11</td>
</tr>
<tr>
<td>DC Power Line Surge Immunity</td>
<td>1 kV line to line</td>
<td>IEC 61000-4-5</td>
</tr>
<tr>
<td>DC Power Line Surge Immunity</td>
<td>2 kV line to ground</td>
<td>IEC 61000-4-5</td>
</tr>
<tr>
<td>DC Power Voltage Dip Immunity</td>
<td>10 msec. 60% reduction</td>
<td>IEC 61000-4-29</td>
</tr>
<tr>
<td>DC Power Voltage Interruption</td>
<td>30 msec. 100% reduction</td>
<td>IEC 61000-4-29</td>
</tr>
<tr>
<td>Functional Earth Burst Immunity</td>
<td>2 kV</td>
<td>IEC 61000-4-4</td>
</tr>
<tr>
<td>Functional Earth Conducted Common Mode RF Immunity</td>
<td>15 Hz to 150 Hz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>Functional Earth Conducted Common Mode RF Immunity</td>
<td>150 Hz to 1.5 kHz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>Functional Earth Conducted Common Mode RF Immunity</td>
<td>1.5 kHz to 150 kHz</td>
<td>IEC 61000-4-16</td>
</tr>
<tr>
<td>Radiated Emission, E-Field</td>
<td>30MHz to 1000 MHz</td>
<td>EN55011</td>
</tr>
<tr>
<td>Conducted Emission</td>
<td>0.5 MHz to 30 MHz</td>
<td>EN55011</td>
</tr>
</tbody>
</table>
Similarly, the curve labeled “Strength” is formed by integrating the normal distribution for strength from 0 to \( y \), where \( y \) is any point representing strength on the horizontal axis. Therefore, the curve labeled “Strength” represents the probability that the strength is less than the value of the strength variable on the horizontal axis.

The dark area in Figures 3-1, 3-2, and 3-3 represents the probability where stress is greater than strength. This dark area is proportional to the failure rate. The stress-strength concept allows us to visualize this: as the strength is increased by moving the strength curve to the right, as depicted in Figure 3-2, the dark area is reduced and the failure rate is lowered. If the stress curve is moved to the left (Figure 3-3), the dark area is also reduced and the failure rate lowered.

The key concept to remember is that failure rates are lower when strength is increased and/or stress is reduced.

Figure 3-1. Stress versus Strength Probability Plot
Failure Rate

Instantaneous failure rate is a commonly used measurement of reliability that calculates the number of failures per unit time from a quantity of components exposed to failure.

\[ \lambda(t) = \frac{\text{Failures per Unit Time}}{\text{Quantity Exposed}} \]  

Typically, a failure rate is represented by the lowercase Greek letter lambda (\( \lambda \)). A failure rate is presented in units of inverse time. As Figure 3-4 illus-
Introduction

An engineer’s first design priority is successful operation. Great effort is made to ensure all equipment works for the life of the system. That priority makes sense in most systems because the failure mode is not relevant. In SISs, however, the failure mode is very important. It makes a difference if the system experiences a failure that causes a false trip versus a failure that prevents automatic protection.

Actual instrument failures can be classified as *fail-safe, fail-danger, or other failure mode*. This chapter defines these failure modes in the context of an individual instrumentation device. Note that sometimes the application must be understood before these classifications can be made. Also note that the SIF may or may not fail when one device has failed. A redundant architecture may compensate for device failures. Because the redundancy is modeled at the system level, not the device level, all failure mode definitions assume a single-channel architecture (1oo1).

Equipment Failure Modes

Automation devices can fail in different ways. We call these *failure modes*. In the next sections, these failure modes are defined using the acronyms SIF and SIS. The reader is reminded that a SIF is an instrumented *function* that
provides protection against a particular hazard. An SIS is an instrumented system that implements one or more SIFs.

**Fail-Safe**

Most practitioners define the term *fail-safe* as follows:

*In a nonredundant configuration (1oo1), a failure that causes a “false or spurious” trip of a SIF unless that trip is prevented by a redundant element in the architecture of the SIS.*

Many formal definitions of fail-safe have been attempted, including defining it as “a failure that causes the system to go to a safe state or increases the probability of going to a safe state.” This definition is not useful at the device level, because it groups together two (or more) failure modes when each may have a substantially different impact on safety and reliability. This book uses the practical definition in italic text (above).

**Fail-Danger**

Many practitioners define the term *fail-danger* as follows:

*In a nonredundant configuration (1oo1), a failure that prevents a SIF from performing its automatic protection function.*

Variations of this definition exist in standards. IEC 61508:2010 [1] provides a definition stating fail-danger is a “failure that

a. prevents a safety function from operating when required (demand mode) or causes a safety function to fail (continuous mode) such that the EUC is put into a hazardous or potentially hazardous state; or

b. decreases the probability that the safety function operates correctly when required.”

The IEC 61508:2010 definition also combines two failure modes that, when separated, have significant impacts on the result. For example, the second part (b) of the preceding definition would include the open circuit failure of a transient suppression diode on the input of a PLC. This failure would decrease protection of the input circuit against electrical transients, and would increase the failure rate of the input circuit. However, the safety function would continue to operate successfully. Another example would be a component used only in an automatic diagnostic circuit. Failure of this component category would reduce diagnostic coverage, although the safety function would continue to operate.
Combining multiple failure modes into a single definition causes confusion and results in unrealistic modeling. This result is recognized by practitioners [2] who focus only on the first part (a) of the IEC 61508 definition. Likewise, this book focuses on the first part of the IEC definition and uses the fail-danger definition in italic text. When significant, the second part of the IEC 61508 definition is modeled separately. One major portion of that definition component is called an *annunciation* failure.

**Annunciation**

At exida, reliability engineers recognized that certain failures within equipment used in a SIF prevent the automatic diagnostics from operating correctly [3]. When reliability models are built, the automatic diagnostic failures can be modeled to show exactly how those failures impact the probability of failure. When these diagnostics stop working, the probability of dangerous failure or false trip increases. While these effects may be insignificant, their extent will remain unknown unless they are modeled.

Thus, an *annunciation failure* is defined as “a failure that prevents automatic diagnostics from detecting or annunciating that a failure has occurred inside the equipment.” Note that the failure may be within the equipment that fails, or inside an external piece of equipment designed for automatic diagnostic purposes.

**No Effect**

Some equipment failures have no effect on the SIF, nor do they cause a false trip or prevent automatic diagnostics from working. While some equipment functionality is impaired, that functionality is not needed for safety purposes. These failures are simply called *no effect* failures. Typically, they are not used in any reliability model intended to obtain probability of a false trip or of a fail-danger.

**Detected/Undetected**

Failure modes can be further classified as *detected* or *undetected*, a distinction defined by whether they are detected by automatic diagnostics. In this book, this classification is made at the instrument level, and the specific diagnostics are automatically performed somewhere in the SIS.
Examples
Consider a two-wire pressure transmitter. This device will provide a 4–20 mA electrical current signal in proportion to the pressure input. Detailed failure modes, effects, and diagnostic analysis (FMEDA) of several of these devices reveal a number of failure modes including: frozen output, current to upper limit, current to lower limit, diagnostic failure, communications failure, and drifting/erratic output. When the application is known, these failures can be classified into failure mode categories.

If a single transmitter (no redundancy) were connected to an analog trip amplifier set to trip when the current goes up (high trip), the instrument failure modes could be classified as shown in Table 6-1.

If the same single transmitter (no redundancy) were connected to an analog trip amplifier set to trip when the current goes down (low trip), the instrument failure modes could be classified as shown in Table 6-2. Notice the key difference between these examples: the classification of the output failure to upper and lower limit.

Table 6-1. Transmitter High-Trip Failure Mode Categories

<table>
<thead>
<tr>
<th>Instrument Failure Mode</th>
<th>SIF Failure Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frozen output</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Output to upper limit</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Output to lower limit</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Drifting/erratic output</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Diagnostic failure</td>
<td>Annunciation</td>
</tr>
<tr>
<td>Communication failure</td>
<td>No Effect</td>
</tr>
</tbody>
</table>

Table 6-2. Transmitter Low-Trip Failure Mode Categories

<table>
<thead>
<tr>
<th>Instrument Failure Mode</th>
<th>SIF Failure Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frozen output</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Output to upper limit</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Output to lower limit</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Drifting/erratic output</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Diagnostic failure</td>
<td>Annunciation</td>
</tr>
<tr>
<td>Communication failure</td>
<td>No Effect</td>
</tr>
</tbody>
</table>
For the high-trip scenario in Table 6-1, the output-to-upper-limit failure is considered fail-safe because the process value signal goes above the trip point. For the low trip scenario in Table 6-2, the same output-to-upper-limit failure is considered fail-danger, because it represents a process value that recedes from the trip point, and thus can no longer accurately indicate the process value. The same logic applies to the output-to-lower-limit failure mode, except that the fail-safe and fail-danger classifications are reversed compared to the output to upper limit failure mode.

Consider possible failure modes of a PLC with digital input and output, both in a de-energize-to-trip (logic 0) design. The PLC failure modes can be categorized relative to the safety function, as Table 6-3 illustrates.

<table>
<thead>
<tr>
<th>Instrument Failure Mode</th>
<th>SIF Failure Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input stuck high</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Input stuck low</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Input circuit oscillates</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Output stuck high</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Output stuck low</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Improper CPU execution</td>
<td>50% Fail-Safe</td>
</tr>
<tr>
<td></td>
<td>50% Fail-Danger</td>
</tr>
<tr>
<td>Memory transient failure</td>
<td>50% Fail-Safe</td>
</tr>
<tr>
<td>Memory permanent failure</td>
<td>50% Fail-Danger</td>
</tr>
<tr>
<td>Power supply low (out of tolerance)</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Power supply high (out of tolerance)</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Power supply zero</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Diagnostic timer failure</td>
<td>Annunciation</td>
</tr>
<tr>
<td>Loss of communication link</td>
<td>No Effect</td>
</tr>
<tr>
<td>Display panel failed</td>
<td>No Effect</td>
</tr>
</tbody>
</table>

* unpredictable - assume worst case

Final element components will also fail, and again the specific failure modes of the components can be classified into relevant failure modes, depending on the application.
It is important to know if a valve will open or close on trip. Table 6-4 shows an example failure mode classification based on a close-to-trip configuration.

Table 6-4. Final Element Failure Mode Categories

<table>
<thead>
<tr>
<th>Instrument Failure Mode</th>
<th>SIF Failure Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solenoid plunger stuck</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Solenoid coil burnout</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Actuator shaft failure</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Actuator seal failure</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Actuator spring failure</td>
<td>Fail-Danger</td>
</tr>
<tr>
<td>Actuator structure failure - air</td>
<td>Fail-Safe</td>
</tr>
<tr>
<td>Actuator structure failure - binding</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Valve shaft failure</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Valve external seal failure</td>
<td>No Effect</td>
</tr>
<tr>
<td>Valve internal seal damage</td>
<td>Fail-Danger*</td>
</tr>
<tr>
<td>Valve ball stuck in position</td>
<td>Fail-Danger*</td>
</tr>
</tbody>
</table>

* unpredictable - assume worst case

Note that the listings above are not intended to be comprehensive or representative of all component types, nor of all possible failure modes for the devices represented.

SIF Modeling of Failure Modes

When evaluating SIF safety integrity, an engineer must examine more than the probability of successful operation. The relevant failure modes of the system must be individually calculated. The normal metrics of reliability, availability, and MTTF only suggest a measure of success. Additional metrics to measure safety integrity include probability of failure on demand (PFD), average probability of failure on demand (PFD_avg), risk reduction factor (RRF), and mean time to fail dangerously (MTTF_D). Other related terms are probability of failing safely (PFS) and mean time to fail spurious (MTTF_SPURIOUS).

PFS/PFD

There is a probability that a SIF will fail and cause a spurious/false trip of the process. This is called probability of failing safely (PFS). There is also a probability that a SIF will fail such that it cannot respond to a potentially dangerous condition. This is called probability of failure on demand (PFD).
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PFD\textsubscript{avg}

PFD average (PFD\textsubscript{avg}) is a term used to describe the average probability of failure on demand. PFD varies as a function of the equipment operating time interval. It will not reach a steady-state value if any periodic inspection, test, and repair is performed. Therefore, the average value of PFD over a period of time can be a useful metric, if it assumed that the potentially dangerous condition (hazard) is independent from equipment failures in the SIF.

The assumption of independence between hazards and SIF failures seems very realistic in applications where dangerous conditions do not occur frequently (i.e., occurrence is no more than once per year). When hazards and equipment failures are independent, it is realized that a hazard may occur at any time. Therefore, international standards have specified that PFD\textsubscript{avg} is an appropriate metric for measuring the effectiveness of a SIF.

PFD\textsubscript{avg} is defined as “the arithmetic mean over a specified time interval.” For situations in which a SIF is periodically inspected and tested, the proof test interval is the correct time period. Therefore:

\[
PFD_{avg}(TI) = \frac{1}{TI} \int_{0}^{TI} (PFD)(t)dt
\]  

(6-1)

This definition is used to obtain numerical results in several of the system modeling techniques. In a discrete-time Markov model using numerical solution techniques, a direct average of the time-dependent numerical values will provide the most accurate answer. When analytical equations for PFD\textsubscript{avg} are obtained using a fault tree, Equation 6-1 can be used to obtain equations for PFD\textsubscript{avg}.

Exercises

6.1 A solenoid valve is energized in normal process operation. It is de-energized when a dangerous condition is detected and vents air from a pneumatic actuator. If the solenoid coil fails short circuit and burns out, the solenoid valve will de-energize. How should this failure mode be classified?

6.2 A valve is designed to close on trip in a SIF. If this valve had a failure where internal seals were damaged and could not completely stop flow, how would this failure be classified?
6.3 A ball valve without an actuator cannot fail in such a way that it causes a false trip. What is the safe failure rate for the ball valve?

6.4 A flame detector used in burner management application falsely sees a flame when there is none. How would that failure mode be classified?

6.5 A gas detector used in a flammable gas shutdown function falsely indicates the presence of flammable gas. How would that failure mode be classified?

6.6 A safety PLC communicates shutdown status to the operator via a communication link. If this link fails to communicate, how would that failure mode be classified?

6.7 A SIF has a remote actuated valve energized and open. The valve must close when a demand is detected. The valve is fitted to a piston-type pneumatic actuator that has an O-ring seal around the piston. This seal degrades with time, becoming sticky. If left in position for a long time period, it will cause the actuator to stick in place. How would this failure mode be classified?
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Obtaining Failure Rate Data

Introduction

In the early years of the functional safety standards, industry failure databases, as well as books available to the public, provided some approximate failure data information. Even with approximate data, the probabilistic method began to show designers how they could achieve higher levels of safety by eliminating weak links and optimize costs by choosing designs that matched risk. Nonetheless, realistic failure rate and failure mode data for SIF equipment failures are required to achieve the best SIF design optimization.

Reliability engineers have known for decades that realistic data must ultimately come from one source: expert-vetted, quality field-failure data for devices operating in a similar application. Perhaps that is why IEC 61511:2016 [1], Clause 11.9.3 states, “The reliability data used when quantifying the effect of random failures shall be credible, traceable, documented, justified, and shall be based on field feedback from similar devices used in a similar operating environment.” This strong language reinforces what reliability engineers have long understood.

Failure Rate Estimation

Statistical analysis techniques can be used to estimate failure rates from field failure reports. The failure rate estimates can be accurate, but the analyst must have a good understanding of the following: equipment operation; procedures for data collection that provide insight as to the quality of data; the key
environmental variables impacting failure rates; how the equipment is used at the system level (e.g., continuous operation, low-demand service, high-demand cyclic service, and so on); and how the failure data will be used by system designers. The three most common sources of field failure reports are:

- Manufacturer’s field return data
- Industry database consortiums
- Site-specific/company data-collection systems

Each of these sources has its advantages and disadvantages.

**Manufacturer’s Field Return Data**

Manufacturer’s field return data can be used for upper- and lower-bound failure rate calculations. Although this approach results in a wide failure rate range rather than a single failure rate number, the acquired information can still be useful. Because there are several variables that are seldom known by the manufacturer, including the percentage of failed units that are returned and the actual operating hours, this wide range is likely the best that can be accomplished. These variables usually must be based on assumptions. Although shipping records are often used to estimate operating hours, the total operating population must be estimated based on upper- and lower-limit assumptions.

When assumptions are made optimistically, very low failure rates result. Because low failure rates potentially result in dangerous designs, such assumptions are inappropriate for use in SIF design. When the assumptions are sufficiently pessimistic, an assumed upper-bound failure rate can be calculated.
Example 7-1

Problem: In the last 10 years, the manufacturer of a pneumatic spring-return actuator has reported four product returns due to failure. Manufacturer shipping records are shown in Table 7-1. What is the estimated number of operating hours? What is the estimated failure rate?

Table 7-1: Example Shipping Records and Operating Hour Estimates

<table>
<thead>
<tr>
<th>Year</th>
<th>Units Shipped</th>
<th>Operating Hours - No Delay</th>
<th>Operating Hours - 6 month delay</th>
<th>Operating Hours 6 Mo., 10% spares</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12665</td>
<td>120318</td>
<td>113985</td>
<td>102587</td>
</tr>
<tr>
<td>2</td>
<td>18665</td>
<td>158653</td>
<td>149320</td>
<td>134388</td>
</tr>
<tr>
<td>3</td>
<td>26765</td>
<td>200738</td>
<td>187355</td>
<td>168620</td>
</tr>
<tr>
<td>4</td>
<td>32886</td>
<td>213759</td>
<td>197316</td>
<td>177584</td>
</tr>
<tr>
<td>5</td>
<td>44690</td>
<td>245795</td>
<td>223450</td>
<td>201105</td>
</tr>
<tr>
<td>6</td>
<td>54665</td>
<td>147987</td>
<td>131544</td>
<td>118390</td>
</tr>
<tr>
<td>7</td>
<td>65328</td>
<td>156415</td>
<td>134070</td>
<td>120663</td>
</tr>
<tr>
<td>8</td>
<td>68775</td>
<td>136663</td>
<td>109330</td>
<td>98397</td>
</tr>
<tr>
<td>9</td>
<td>69336</td>
<td>97992</td>
<td>65328</td>
<td>58795</td>
</tr>
<tr>
<td>10</td>
<td>71284</td>
<td>34388</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1512706</td>
<td>1311698</td>
<td>1180528</td>
</tr>
</tbody>
</table>

Solution: The shipping records are provided on a yearly basis. Without more detailed information, it is assumed that shipments were uniform throughout the year. The actuator will be operated continuously once installed and commissioned. An assumption must be made for the number of spares shipped and the time interval between the ship date and commission date.

Table 7-1 shows three calculations of field unit operating hours based on different assumptions. If no delay between the shipment date and operation is assumed and no spares were shipped, unit operating hours are estimated to be 1,512,706. If a 6-month delay between shipment and operation is assumed and no spares were shipped, unit operating hours are estimated to be 1,311,698. If the 6-month assumption is combined with another assumption that 10% of the shipments were for spare parts, unit operating hours are 1,180,528.
Example 7-1 continued

For the lower-range failure rate calculation, the optimistic estimate of 1,512,706 unit operating hours and four failures reported is used. If an optimistic estimate that 90% of the actual field failures are returned to the manufacturer is made, the actual number of failures is five. A point estimate of the failure rate is 5 failures/1,512,706 operating hours equals 3.305 \times 10^{-6} failures per hour, or 3,305 FITS. Using a one-sided 90% confidence factor in a chi-square distribution for confidence interval, the lower range number is 5.71 \times 10^{-6} failures per hour, or 5,710 FITS. (Appendix A discusses confidence interval calculation.)

For the upper-range failure rate calculation, the lower estimate of 1,180,528 unit operating hours and four failures reported is used. It is further assumed that only 30% of the actual field failures are returned to the manufacturer. The number of estimated actual field failures for this assumption is 14. The point estimate of the failure rate is 14 failures/1,180,528 operating hours equals 1.186 \times 10^{-5} failures per hour, or 11,860 FITS. Using a one-sided 90% confidence factor in a chi-square distribution for a confidence interval, the upper bound failure rate is 1.656 \times 10^{-5} failures per hour, or 16,560 FITS.

A quite plausible range for the example failure rate, calculated based on confidence intervals, is estimated to be between 5,710 FITS and 16,560 FITS. While this is a large span, the numbers are still useful as a comparison against failure rate predictions.

The example highlights the significance of the *percentage returned* variable. Guidance on estimating this number comes from the cost of the device and the customer support policies of the manufacturer. User surveys have indicated the number is rarely above 90%, and could be as low as 5%.

When estimating the number of operating hours, it is also important to consider warranty periods. A conservative approach would assume that the product is only returned during the warranty period. Therefore, only operational hours from that period are counted.

Some manufacturers have a power-on hours counter built into their devices. When this functionality is available, the actual field operating hours for each device are precisely known, eliminating one variable. For various reasons, this feature is recommended for all electrically-powered equipment for all manufacturers, including improved analysis of field failure data.

Manufacturer field return data can also be quite valuable when the manufacturer identifies root causes of the failures. Root cause analysis information is
SIF Probabilistic Verification

Probabilistic Analysis

Probability of failure has been a performance metric for comparing and evaluating engineering designs since the 1950s. First used in military applications, the entire field of reliability engineering was developed to provide these metrics. The concept of using the probability calculation process as a performance metric for an SIS was proposed in ISA84 committee meetings in the early 1990s, and published in the first functional safety standard, ISA-84.01, in 1996 [1]. Since then, the method has become a commonly-found tool in the safety engineer’s design tool bag.

SIF Identification

The first step in the probability calculation process is to properly identify the specific equipment required for each SIF. All equipment associated with a particular SIF must be classified into primary (equipment needed to provide the required protection against the identified hazard) and auxiliary (equipment that provides other functionality, but is not required to protect against the identified hazard). This classification is important because only primary equipment is required to protect against the hazard, and must be included in the probability of failure analysis. It is a common mistake to assume that all equipment is required. Making this assumption results in probabilistic verification calculations that are quite pessimistic, and which may result in extra, redundant equipment and/or excess cost. The classification of equipment into
primary versus auxiliary can be documented in the cause-and-effect diagram, and should be noted in the SRS. Other design representations are used as well.

Example 9-1

Problem: A SIL 3 SIF is identified in an SRS. If a low liquid level (LT-2025) is detected in a separation unit, the separation unit outlet valve (VI-2003) must be closed to protect downstream equipment from high pressure “blow-by,” which is the identified hazard. To minimize process disruption, the separation unit inlet valve (VI-2002) must also be closed, a pump (MC-1005) turned off to prevent pump damage, and the inlet valve (VI-3001) for another process unit closed. A SIL 3-rated PLC is used as the logic solver. A hand switch (HS-2000) has been added only to meet local regulatory requirements. What equipment is classified as primary versus auxiliary?

Solution: For each piece of equipment related to the SIF, one must ask if that equipment is necessary to protect against the specified hazard. In this SIF, the hand switch (HS-2000) has been added only to meet local regulatory requirements, and is not part of the automatic protection; thus, it is classified as auxiliary. Since pump overload would not impact the blow-by hazard, the pump control (MC-1005) is classified as an auxiliary part of this SIF. The inlet valve (VI-3001) for the other downstream unit does not have to close to protect against this hazard; thus, it too is classified as auxiliary.

A process unit calculation has confirmed that the hazard would be prevented if only the separation unit downstream valve (VI-2003) closes. Although the necessity for the separation unit inlet valve (VI-2002) closure is debatable, a process calculation has shown that closure of the separation unit inlet valve alone is also sufficient to prevent the resulting pressure in the downstream unit from becoming hazardous. One might select only the downstream valve (VI-2003) for the safety function. However, selecting both valves (VI-2002 and VI-2003) in a 1oo2 configuration will likely be needed to meet SIL 3; thus, both valves are included in the SIF. The SIF primary equipment consists of the SIL 3-rated PLC, the LT-2025 level sensor, the VI-2002 inlet valve, and the VI-2003 outlet valve. This equipment is denoted in the cause-and-effect diagram (Figure 9-1) with an “X.” Other equipment is auxiliary, and is denoted in the cause-and-effect diagram with an “A.” This information must be documented in the SRS.
Continuous/High-Demand Mode Probabilistic Verification

Continuous-Demand Mode

In continuous-demand mode, a demand is always present or occurs frequently. Manual proof testing is certainly not useful for improving safety in a single channel (non-redundant) system. Even automatic diagnostics take too much time to execute, and are not fast enough to reduce the probability of dangerous failure in a single-channel system. Thus, failure rates detected by automatic diagnostics (classified as dangerous detected), as well as those not detected by automatic diagnostics (classified as dangerous undetected), are both counted in the PFH calculation. Consequently, the PFH must be calculated based on all dangerous failures. Equation 9-1 is used for non-redundant systems.

\[
PFH = \lambda_{DD} + \lambda_{DU} = \lambda_D
\] (9-1)

High-Demand Mode

In high-demand applications, automatic diagnostics may lower the probability of dangerous failure if the diagnostics are running fast enough compared to the demand rate, and the system is programmed to initiate transition to the safe state upon a diagnosed failure. IEC 61508:2010 defines the term diagnostic

![Figure 9-1. Example Cause-and-Effect Matrix](image-url)
test interval (DTI) as the “interval between online tests to detect faults in a safety-related system that has a specified diagnostic coverage.” Most agree that if the diagnostics are run 100 times or more within the average demand interval—that is, if \( DI \geq 100 \times DTI \)—then full diagnostic credit can be given. In a nonredundant system, if the automatic diagnostics run at a slower rate, partial diagnostic credit (PDC) can be given (see Equation 9-2) [2].

\[
PDC = \lambda (\frac{\lambda_{Diag}}{\lambda_{Demand}}) \left( 1 - \exp\left[-\frac{\lambda_{Demand}}{\lambda_{Diag}}\right] \right) \tag{9-2}
\]

where

\[
\lambda_{Diag} = \text{the automatic diagnostic rate} = \frac{1}{DTI}
\]
\[
\lambda_{Demand} = \text{the demand rate} = \frac{1}{DI}
\]

Note that when the statement is made, \( DI = n \times DTI \), \( \frac{\lambda_{Diag}}{\lambda_{Demand}} = n \).

Figure 9-2 demonstrates how PDC increases as the ratio of automatic diagnostic rate to demand rate increases. Table 9-1 displays a sample of PDC values.

![Figure 9-2. Partial Diagnostic Credit per Ratio of Automatic Diagnostic Rate to Demand Rate](image)
For nonredundant systems, the PFH for high-demand is calculated using Equation 9-3.

\[ \text{PFH} = (1 - PDC) \lambda_{DD} + \lambda_{DU} \]  

For both continuous- and high-demand modes, the calculated PFH value is compared to the continuous/high-demand target frequency of dangerous failures from IEC 61511 to determine the SIL achieved by the design (Table 9-2).

### Table 9-1. PDC Values for Select \( \frac{\lambda_{Diag}}{\lambda_{Demand}} \) Ratios

<table>
<thead>
<tr>
<th>( \frac{\lambda_{Diag}}{\lambda_{Demand}} )</th>
<th>PDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>78% Credit</td>
</tr>
<tr>
<td>10</td>
<td>95% Credit</td>
</tr>
<tr>
<td>100</td>
<td>99% Credit</td>
</tr>
</tbody>
</table>

### Table 9-2. Continuous/High Demand Mode Dangerous Probability Limits per SIL

<table>
<thead>
<tr>
<th>Safety Integrity Level</th>
<th>Target Frequency of Dangerous Failures per Hour (Continuous Mode of Operation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIL 4</td>
<td>&gt;=10^{-9} to &lt;10^{-8}</td>
</tr>
<tr>
<td>SIL 3</td>
<td>&gt;=10^{-8} to &lt;10^{-7}</td>
</tr>
<tr>
<td>SIL 2</td>
<td>&gt;=10^{-7} to &lt;10^{-6}</td>
</tr>
<tr>
<td>SIL 1</td>
<td>&gt;=10^{-6} to &lt;10^{-5}</td>
</tr>
</tbody>
</table>
Example 9-2

**Problem:** A set of nonredundant (HFT = 0) safety equipment is used to implement a SIF with a demand expected every 50 milliseconds. Once a demand occurs, it takes 100 milliseconds for an incident to occur. (Therefore, the process safety time is 100 milliseconds.) The safety manual for each device has been reviewed. The longest diagnostic time interval is 1 second. After a failure is detected, the SIF equipment set requires 20 milliseconds to shut down the process. The following failure rate data are obtained for the equipment set by adding the failure rates of all device categories:

\[ \lambda_{DD} = 8.5 \times 10^{-6} \text{ failures per hour} \]

\[ \lambda_{DU} = 0.5 \times 10^{-6} \text{ failures per hour} \]

Based on PFH requirements, what SIL level is achieved by this design?

**Solution:** All dangerous failures will cause an incident within 150 milliseconds. The failure detection and response time of 520 milliseconds is not fast enough to bring the process to a safe state. Thus, \( \lambda_{DD} \) and \( \lambda_{DU} \) are added together to obtain the total dangerous failure rate, \( \lambda_D \). Because automatic diagnostics are not fast enough to be given credit for reducing PFH, this SIF is classified as *continuous-demand*. Using Equation 9-1, the PFH equals \( \lambda_D \) and is \( 9 \times 10^{-6} \) failures per hour, which meets the requirements for SIL 1 per Table 9-2.

Example 9-3

**Problem:** A set of nonredundant (1oo1, HFT = 0) safety equipment is used to implement a SIF. The DTI is 100 milliseconds. The system is programmed to take the process to a safe state when a diagnostic indicates an internal failure. The response time of the SIF to achieve a safe state is 50 milliseconds. The process safety time is 2 seconds. An average demand interval is 1 minute. The following failure rate data are obtained for the equipment set by adding the failure rates of all component categories:

\[ \lambda_{DD} = 8.5 \times 10^{-6} \text{ failures per hour} \]

\[ \lambda_{DU} = 0.5 \times 10^{-6} \text{ failures per hour} \]

Based on PFH requirements, what SIL level is achieved by this design?

**Solution:** \( DI = 1 \) minute and \( DTI = 100 \) milliseconds. \( DI = 600 \times DTI \). This SIF is operating in high-demand mode and will receive full diagnostic credit. DTI plus the SIF response time equals 150 milliseconds, which is well within the process safety time of 2 seconds.
Consequently, dangerous detected failures are likely to be converted to safe failures. The remaining dangerous failure rate is simply $\lambda_{DU} = 0.5 \cdot 10^{-6}$ failures per hour, and PFH is also $0.5 \cdot 10^{-6}$ failure per hour, which meets the requirements for SIL 2 per Table 9-2.

**Example 9-4**

**Problem:** A set of nonredundant (1oo1, HFT = 0) safety equipment is used to implement a SIF. The DTI is 100 milliseconds. The system is programmed to take the process to a safe state when a diagnostic indicates an internal failure. The SIF response time to achieve a safe state is 50 milliseconds. The process safety time is 500 milliseconds. An average demand interval is 1 second. The following failure rate data are obtained for the equipment set by adding the failure rates of all component categories:

- $\lambda_{DD} = 8.5 \cdot 10^{-6}$ failures per hour
- $\lambda_{DU} = 0.5 \cdot 10^{-6}$ failures per hour

Based on the PFH requirements, what SIL level is achieved by this design?

**Solution:** $DI = 1$ second and $DTI = 100$ milliseconds. $DI = 10 \times DTI$. This SIF is operating in high-demand mode and will receive partial diagnostic credit. DTI plus the SIF response time equals 150 milliseconds, which is within the process safety time of 500 milliseconds. Consequently, a portion of dangerous detected failures are likely to be converted to safe failures. Since the ratio of diagnostic rate to demand rate is 10, Equation 9-2 (and Table 9-1) give a credit for the diagnostics:

$$PDC \approx \left( \frac{\lambda_{Diag}}{\lambda_{Demand}} \right) \left( 1 - \exp \left( -\frac{\lambda_{Demand}}{\lambda_{Diag}} \right) \right)$$

$$= 10 \cdot (1 - \exp [-0.1]) = 0.9516$$

Equation 9-3 is used to calculate the PFH:

$$PFH = (1 - 0.95) \cdot \lambda_{DD} + \lambda_{DU}$$

$$= (0.05 \cdot 8.5 \cdot 10^{-6}) + 0.5 \cdot 10^{-6}$$

$$= 0.925 \cdot 10^{-6}$$

This meets the requirements for SIL 2 per Table 9-2.
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The sensors in an SIS measure the process variable conditions that indicate a potential hazard. Thus, several design issues are important. The design must:

- Select equipment suitable for the measurement application
- Select equipment with sufficient safety integrity and published realistic failure rate data
- Properly utilize the automatic diagnostic annunciation signal
- Consider and plan for manual proof testing
- Include any necessary redundancy required for safety and availability

Equipment Selection

The first and most important consideration when selecting sensors for safety applications is that they accurately and reliably measure the process variable. Another key consideration is that any process-wetted materials must be compatible with the process chemicals. Usually these are the same process variables used for control. For a safety application, successful operation in a similar process control application is a good indicator of process compatibility.
As described in Chapter 8, as with all equipment used in a SIF, a sensor device must also be justified based on safety integrity. Fortunately, the industry has evolved to the point where many different sensors have been IEC 61508 certified by an accredited certification body. Because the number of manufacturers and technologies is quite large, few engineers now spend time creating a prior use safety integrity justification. The IEC 61508 certification process is a rigorous, accredited third-party measure of safety integrity. These safety-certified devices are a special class of products with advanced automatic diagnostics that can detect many internal failures. A current list of valid IEC 61508-certified devices is maintained at www.sael-online.com.

**Diagnostic Annunciation**

The advantages of advanced automatic diagnostics in a sensor device depend on a failure detection-signal reaching the logic solver. The logic solver must be configured to either vote the sensor failure signal to trip, or annunciate the failure to the plant repair team, so that the failure can be quickly repaired and correct operation restored. Without annunciation and effective repair, the diagnostics are ineffective, and cannot be given credit in a SIF probability analysis.

Many sensors that use a 4–20 milliamp (mA) analog current to signal the process variable also use the current level to signal an internal failure detected by the sensor’s automatic diagnostics. One common set of current values used for this purpose is based on the NAMUR NE-43 recommendation [1], as Figure 10-1 illustrates.

![Figure 10-1. Current Levels Used to Indicate Internal Failure](image)

**Logic Solver Configuration**

It is essential that the logic solver connected to these sensors be programmed to detect a current less than 3.6 mA, or greater than 21 mA. A decision is then made to interpret this signal as a trip indication, or not. In nonredundant 1oo1
and redundant 1oo2 sensor architectures, most engineers elect not to trip, but instead announce a failure alarm to the maintenance team. This is done to avoid a false trip when the sensor fails, and PFD is not impacted significantly if restore times are less than 1 week.

For a 2oo3 redundant sensor architecture, the logic solver may or may not be configured to vote to trip, since the redundancy would avoid a false trip. In both cases, however, a failure alarm is sent to the maintenance team.

Depending on the logic solver, a one- or two-scan delay may also be needed to avoid a false trip as the analog signal transitions from its normal current level to the failure indication current level. Many logic solvers have preconfigured input blocks with all appropriate logic already defined and tested. Figure 10-2 illustrates input channel parameters that can be set in the Emerson DeltaV SIS with Electronic Marshalling safety PLC to enable the NAMUR failure detection. The “over-range” and “under-range” can also be used if values other than NAMUR are needed.

Figure 10-2. Logic Solver Input Parameter Settings from the DeltaV SIS Safety PLC
Source: Copyright Emerson Process Management: reprinted with permission

The configuration screen in Figure 10-3 depicts the approach used in the Moore Industries STA. Here input limits are entered as parameters. When the input current goes outside of limits, a fault relay output from the module is activated.
The NAMUR-defined ranges are not considered standard by all sensor manufacturers, because some devices cannot support HART at 3.6 mA. In addition, fire and gas sensors with external power commonly use a 1 mA or a 2 mA current level to indicate an internally-detected fault. For these cases, the logic solver must be able to read those current levels, and to be programmed to interpret those levels as a diagnostic fault. This should be accomplished with a filter or timer to ensure that a transitioning current level does not cause a false trip.

When diagnostic annunciation is performed correctly, the probabilistic modeling can give credit for the automatic detection. The safety is improved and false trips can be avoided.
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In every SIF, the logic solver provides the intelligence for performing the required application logic, as well as many other functions such as filtering, averaging, comparison, and calculations. Several types of technologies have been used over the years, including relays, pneumatic logic, solid-state logic, smart relays, programmable logic controllers (PLCs), and safety PLCs.

Equipment Selection

The logic solver is a critical piece of equipment in any SIF. As with all devices in a SIF, IEC 61511:2016 defines the requirements for the selection of logic solvers. The fundamental issues include:

- Verification that the device includes all required functionality for the application
- Verification that the device meets or exceeds the required operating environment
- Verification that the device has sufficient safety integrity for the SIL level of the application through IEC 61508 certification or prior use justification

The logic solver segment of the industry has matured to the point where many different logic solver products from many different manufacturers are
certified in accordance with IEC 61508. Given the criticality of the logic solver, virtually every SIF being designed or upgraded uses a device certified per IEC 61508 by an accredited certification body. The website www.sael-online.com maintains a current list of IEC 61508 certified devices.

Cybersecurity

Many logic solvers contain communication ports, and some have direct Ethernet/Modbus connections. Cybersecurity hacking has become a credible threat [1, 2, 3] to controls, alarms, and SIS. Several industry groups have responded to this threat by creating cybersecurity technical reports (ISA-TR84.00.09 [4]) and standards for systems (IEC 62443-3-3 [5]), integrators and maintenance providers (IEC 62443-2-4 [6]), and devices (IEC 62443-4-1 [7] and IEC 62443-4-2 [8]).

The IEC 62443-3-3 standard contains requirements for industrial automation and control systems, many of which are currently are being assessed and certified [9] to this standard. IEC 62443-3-3 covers seven foundational requirements (FR) and requirement enhancements that are mapped into four security levels (SL). The foundation requirement categories are:

- FR1 – identification and authentication control
- FR2 – use control
- FR3 – system integrity
- FR4 – data confidentiality
- FR5 – restricted data flow
- FR6 – timely response to events
- FR7 – resource availability

A Security Program is defined in the IEC 62443-2-4 standard. The standard describes the security services provided by those who perform systems integration. These security services include implementing all security requirements of the device manufacturers and security maintenance, including patch management, equipment changes and upgrades, and change management. There are additional requirements for personnel competency and integrity, as well as many requirements for procedures that implement specific protection at the systems level.
Many experts feel that cybersecurity can be significantly improved when the devices are hardened by design. The IEC 62443-4-1 standard details the device-development process, especially the software process. Many software design and implementation techniques can fortify the software against cyber-attack. These defense mechanisms can be added as modifications are made to the software. Manufacturers who meet the IEC 62443-4-1 standard must implement software process improvements and establish an update procedure to track emerging cyber threats.

The IEC 62443-4-2 standard lists specific requirements for devices, which are derived from the overall system requirements of IEC 62443-3-3 for each SL. These requirements include identification and authentication of all users, including humans and other devices; enforcement of usage privileges; protection against modification (malicious code, system integrity); data confidentiality; data flow limitations; security event response (audit logs, unauthorized communications); and device availability (robustness against denial of service attacks).

Logic solver manufacturers are working to meet and exceed these requirements. Several controllers have been certified per these standards [9]. Table 11-1 lists a few of the available cybersecurity certifications.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Program Name</th>
<th>Source</th>
<th>Based On</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product Test</td>
<td>Achilles Communication</td>
<td>Wurldtech (GE)</td>
<td>Company Specification</td>
</tr>
<tr>
<td></td>
<td>Certification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eSTTS</td>
<td>exida</td>
<td>Company Specification</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEC 62443-4-1</td>
<td></td>
</tr>
<tr>
<td>Product Evaluation</td>
<td>EDSA</td>
<td>ISA Security Compliance</td>
<td>ISCI Specification</td>
</tr>
<tr>
<td></td>
<td>Institute</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eSDC</td>
<td>exida</td>
<td>IEC 62443-4-1, -4-2</td>
<td></td>
</tr>
<tr>
<td>System Evaluation</td>
<td>SSA</td>
<td>ISA Security Compliance</td>
<td>ISCI Specification</td>
</tr>
<tr>
<td></td>
<td>Institute</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eSSC</td>
<td>exida</td>
<td>IEC 62443-2-4, -3-3, -4-1</td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td>Institute</td>
<td>62443-4-1</td>
<td></td>
</tr>
<tr>
<td>eSDP</td>
<td>exida</td>
<td>IEC 62443-4-1</td>
<td></td>
</tr>
<tr>
<td>System</td>
<td>Certification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eESSP</td>
<td>exida</td>
<td>IEC 62443-2-4</td>
<td></td>
</tr>
</tbody>
</table>
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Many devices have been used as final elements in a SIF [1]. These include annunciation devices (such as horns, flashing lights, or sirens) in functions designed for consequence reduction. Some SIF designs require only simple devices like relays, motor contactors, and solenoid valves as the final element. In machine control applications, the final element may be a motor controller, or a device as complex as a clutch-brake assembly for rapidly removing kinetic energy.

In the process industries, the most common final element is a remote actuated valve. This assembly usually consists of a pneumatic/hydraulic control assembly, an actuator, and a valve (Figure 12-1). The control assembly may be relatively simple, such as a 3/2 solenoid, or more complex, such as a smart partial-valve stroke box or a complex electro-pneumatic assembly with solenoids, test switches, pneumatic booster relays, flow regulators, vent protectors, and quick exhaust valves.

De-energize-to-Trip Design

*De-energize-to-trip* (DTT) is a fundamental principle used in safety design that leads most engineers to think immediately of switching off the electricity. However, DTT refers to more than electricity. The de-energized condition in many final element devices is the lack of air or hydraulic pressure. Thus, a DTT design will move the final element devices to the safe state (valve opened...
or closed) on lack of air or hydraulic energy. This is the common approach for pneumatic designs.

In some designs, especially hydraulic designs, it is necessary to supply energy to achieve the safe state. These are energize-to-trip (ETT) designs. In such designs, it is necessary to use accumulators or other energy storage devices to provide the energy needed for a trip.

**Equipment Selection**

Like other devices used in a SIF, the products used in a final element must be justified for safety critical service by a combination of application suitability analysis and safety integrity analysis. There are many manufacturers of final element devices, however, not all of them have had their devices IEC 61508 certified. Fortunately, many manufacturers, especially those with reputations for high-quality design and manufacture, have received IEC 61508 certification for their products. In these cases, safety integrity justification is made much easier.

The application suitability evaluation and justification requires great attention to detail, since many operational problems are caused by the severe operating conditions and the final element’s process-wetted environment. All final element devices must be evaluated, keeping in mind the fact that these devices may remain in one position without movement for a long period of time. Of course, application suitability includes specific process needs for tight shutoff or closure speed.
Application Suitability

Recall from Chapter 8 the key issues for application suitability evaluation and justification. Normally, as applied to final elements, these key issues are:

1. The device must perform all required functions. In the case of a remote actuated valve, the functions might include:
   - Tight shutoff characteristics
   - Maximum response speed

2. The device must be rated for the anticipated operating environment and process chemistry where it will be installed. Thus,
   - Final element devices must withstand the environment, including corrosive atmospheres, high temperatures, and high pressures.
   - Valve construction materials must be checked against the process chemistry. (Note: In certain applications, standards exist that define proper materials [2].)

3. The implementation must be in accordance with the device safety manuals.

Safety Integrity

As with all safety devices, safety integrity evaluation and justification can be accomplished through one of the following:

- Documented prior use analysis and justification
- Third-party IEC 61508 certification

There are perhaps more manufacturers for final element devices than any other device types, and a significant number have obtained IEC 61508 certification for their products. All categories of final element devices are available, and a good selection of those are functional safety-certified devices. Most have systematic capability SC 3 for SIL 3 applications.

Some caution must be taken, however. It has been discovered that some manufacturers use sales channels that have forged certificates [3]. Always check the validity of any certificate by comparing a certificate provided by the manufacturer with the listing on the CB website. If the certificate is not listed or shown, contact the CB for confirmation. One example CB listing site is www.sael-online.com.
Figure 12-16 illustrates a Flowserve Limitorque MXa motor-driven actuator that offers up to 19,000 lb-in torque for the MX-140. Automatic PVST is available within this device, a feature that should be used to improve safety. Some engineers do not enable this feature because they are concerned that PVST will cause a false trip. With the motor-driven actuator, however, the risk of a false trip caused by the PVST is virtually nil.

**Actuator Failure Modes**

When the seals or even a cylinder body leaks in a DTT design, air pressure is lost and a safe failure results. The seals can also bind, causing a dangerous failure. An actuator spring failure is a dangerous failure. Force transfer components can bind, resulting in a dangerous failure as well. As with other devices, the design details and the application affect the failure rates. Table 12-2 and Appendix C provide generic failure rate data.

**Valves**

There are a range of issues to consider with the selection of valves. A valve for SIS service is different from a control valve. The control valve is often selected based on issues, such as cycle life and number of repetitive operations, while an SIS valve may remain motionless for years. In some cases, a control valve
may be protected from certain failure issues seen in the SIS valve because the regular movement of the control valve protects it from failure modes, such as media packing, polymerization, or corrosion binding. The SIS valve is more likely to experience such failure modes because it is stationary for long periods of time.

All valves must meet temperature and pressure requirements. Different valve designs can withstand higher levels of temperature and pressure. Tight shut-off requirements are essential in some applications. All performance must continue to specification during the useful life of the valve. Any performance deterioration must be considered up front and proper design margins used.

Valve seals are available in elastomer, polytetrafluoroethylene (PTFE), metal, or combinations of these materials. PTFE is a synthetic best known under the brand name of Teflon®.

**Globe Valve**

Globe valves have evolved into the most common choice for control applications. However, there are times when a control valve can be used in a SIF. If the control system was not claimed as an independent layer of protection and/or if control system failure is not the initiating event of the hazard being considered, then the control valve can be utilized as part of a SIF. A 3/2 solenoid valve is added to the final element control circuit to interrupt the modulating pressure to a globe valve. When the pressure is vented by the 3/2 solenoid valve, the control valve moves to its de-energized position.

Figure 12-17 illustrates globe valve construction based on the Fisher easy-e ET valve. Inlet flow comes from the left. The plug seal in the middle is raised and lowered by a linear actuator to restrict flow. (In this illustration, the outlet port is on the right.) Different seal materials are available to allow different shutoff characteristics and temperature ratings.

Globe valves can provide tight shutoff performance and can shut quickly. One disadvantage of a globe valve in a SIF application might be the restriction caused by the valve’s flow path. If the valve is already in place, however, that should not be a problem. Some globe valves have been designed specifically for On-Off operation and have less restriction. Many globe valves have been IEC 61508 certified. The devices are available in several sizes with a wide range of performance. Figure 12-18 illustrates a Fisher globe valve with diaphragm actuator.
**Figure 12-17. Globe Valve Construction**
*Source: Copyright Fisher Controls International, Inc.*

**Figure 12-18. Fisher Valve with Actuator**
*Source: Copyright Fisher Controls International, Inc.*
**Wedge Gate Valve**

The gate valve is a linear valve with a closure member (sometimes called an *obturator*) that slides in a parallel direction across the seat face. When this valve is open, there is little resistance to flow, and thus it is primarily used for On-Off isolation applications. The most common version of the gate valve is the *wedge gate valve*, so named because the closure member is wedge-shaped. It is tapered at an angle that matches the seat angle as shown in Figure 12-19. When pushed into the seat, the wedge provides an extra sealing mechanism.

![Figure 12-19. Wedge Gate Valve Construction](source: Copyright Velan, Inc.)

As with other valve types, there are many manufacturers that offer IEC 61508-certificated devices. Figure 12-20 illustrates a Velan Pressure Seal Gate Valve.

**Plug Valve**

A plug valve is a rotary valve with 90° rotation. The closure member, called a *plug*, is cylindrical or conical shaped. This valve allows straight through flow with minimal restriction because the valve port matches the seat port. The seal is achieved by a sleeve shaped to match the plug (Figure 12-21). Figure 12-22 illustrates a Flowserve Durco TSG4 severe service plug valve.
Figure 12-20. Velan Pressure Seal Gate Valve
Source: Copyright Velan, Inc.

Figure 12-21. Durco Plug Valve Cutaway
Source: Copyright Flowserve Corporation
Ball Valve

A ball valve is a version of a plug valve typically having a spherical closure member. There are two designs, each uses a different method to align and support the ball. These designs are called **trunnion mount** and **floating**. Ball valves are available in large sizes and can withstand high temperatures and pressures. Figure 12-23 is a cutaway drawing of a ball valve.

Floating and trunnion ball valves allow a smooth flow transition from connecting pipe through the ball’s bore for isolation or control of slurry, liquids, or gas. A hole in the middle of the ball provides nearly restriction-free flow through the valve. Two seals are present on either side of the ball. Seals are available in metal, plastic (typically PTFE), or elastomer. Breakaway torque requirements vary with the seal type.

Figure 12-24 illustrates a MOGAS C-Series ball valve. MOGAS products are suitable for extreme temperatures up to 1,650°F, and pressures up to 43,000 psig (2,965 barr g).
Figure 12-23. Cutaway Drawing of a Ball Valve  
Source: Copyright MOGAS Industries, Inc.

Figure 12-24. MOGAS C Series Ball Valve  
Source: Copyright MOGAS Industries, Inc.
Butterfly Valve

The butterfly valve was originally developed as a damper in an inexpensive (i.e., less metal) closure valve [4]. It is a rotary device with 90° rotation. The closure member is a disk. Originally the seals were elastomers, which limited the temperature and pressure ratings while allowing tight shutoff. Following these early designs, butterfly valves have been developed with much higher temperature and pressure ratings. PTFE seals and metal seals are now practical. When the valve is open, the disk remains in the path of the flow; thus, there is some restriction.

There are three types of butterfly valves: the resilient butterfly valve, the high-performance butterfly valve, and the triple offset butterfly valve. Figure 12-25 illustrates a schematic of the disk and seal for the three types.

The diagram on the left of Figure 12-25 illustrates a resilient butterfly valve disk. The seal of the resilient butterfly valve must be made from a flexible material. Consequently, friction occurs when the disk is near closure or when opening the valve. This friction was reduced with the double offset valve design (called high performance) depicted in the middle of Figure 12-25. Friction between the disk and the seal occurs much later in the rotation as a cam action occurs. This has allowed less flexible seals like PTFE and, in some designs, metal seals.
The drawing on the right of Figure 12-25 depicts a triple offset butterfly valve disk and seal. In addition to the double offset used in the middle schematic, a conical shape was added to the disk-seal interface. The disk rotates with virtually no friction. A tight seal is obtained when the disk makes contact with the seal. Metal and PTFE seals are common. Because the disk assembly is larger, the triple offset butterfly does have more restriction than the others. Because there is virtually no friction, torque must be maintained on the valve stem to achieve a seal.

Figure 12-26 illustrates a Virgo TriTork triple offset valve.

Valve Failure Modes

When a valve is considered alone as a component, it has virtually no safe failures. Even if the shaft is broken between a valve and its actuator, it is practically impossible for the valve to close on its own and cause a false trip.

A common dangerous-failure mode in a valve is binding (failure to move to a safe position). Binding may occur between the closure member and the seat, or between the stem and the stem bore. The sensitivity of binding between the
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